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Where are we ? Today’s plan

PART II: Statistical inference (
HE 342 )

4. Null ngothesis Significant Test
mmn'ﬁﬁﬁﬁé

4.1 Concepts and 15t example: z-test

4.2 chi2 and sample variance (7 1 =~ ¥ B AR 5#%)
4.3 the Student t-test  (Student t-#2 €

4.4 Two-sample t-test (=variance) *{jic ? % Wt &
4.5 Paired difference sampling *jcn & % 57— %
4.6 Comparing two population variances: F-test

4.7 chi2-test (goodness-of-fit) 77 4 (i ¥ 4 il & E AR )
4.8 chi2-test of independence 2D 77 4 = F kR
4.9 One-way ANOVA (F-test) — CELE 78 71 (FIR )
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Chapter 4: NHST
Section 4.2 chi2 and sample variance
x4 distribution

* X{, ..., X} i.i.d.rv. from the standard normal N(0,1).

Theorem 1: The random variable Q) = X2 + X% + - + X/
follows a y2-distribution with k degrees of freedom (& w /%)

* Forany k > 1, fooo xk/2=1e=%/2 gy =T (k/2)2"/>.
» Definition: yZ has for pdf:
xk/z—le—x/z ) )
e f(x; k) = r(g)zk/z if x=0 and 0if x <O.

* E(Qi) = f; xfOk)dx =k

» Var(Q) = E(Q%) — E(Qu)? = [, x* f(x; k) dx — k?
= 2k
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Some pdf plots of the chi2-distrib

* Used a lot in statistics but does not describe natural
phenomena like the normal, or exponential distributions.

B FIcBbWT X (&%M’C W5t BARRIAER R
3'\‘@‘%’777&?7‘-31\:,1 LN,

. df =1  Its distribution is NOT symmetric

df = k =degree of freedom BHE

xk/2=15-x/2

2 Jli) = r (%) 2%/2

0 1 2 3 45 6 7 8 9 10111213 14 15
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Sample variance and y? distribution

* Sample X4, ..., X,, i.i.d.r.v. from a normally distributed
population N (u, 02).

* Unbiased sample variance is (Lecture 6 slide 10 )

n _ _
n—1 X2+ (X, — X)?)

« E(s2) = ¢? (oversamp]mg distrib. ZEAR 4 _L/Z)

Theorem 2 (Helmert/Cochran): The (unbiased) sample

variance s2 follows a y2_, distribution.
2

S
(n— 1)0—2 ~ X%—1
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L6.pptx#10. Unbiased sample variance 不偏標本分散

Approximation (LfA) of g by s2: one
sample is enough ?

0.4 4

2N\ 2 . 20
>Varsa‘mp.dist'r. (s7) = (n—1)2 Var(xp-1) = 1
« When n is large the variance of the sample variance s2

is very small (=samples whose sample variance are far
away from the population variance o are rare).
BMAKES Ind e 512220 T, BAZESEZO D
BIT NI 0D EHTREP LN T AERS
WD & ARG L W)

* Therefore, when n is large the sample variance is
almost surely a good approximation of the variance of
the population. fE A K 3 Xnh" K EWVWX 3|2, K
SR géa\%k@ Wit 2 525 2 i

Zo) o}
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Chi2-test for variance (small sample)

 Assumption: sample X, ..., X,, from a N(u, 6%) normally
distributed population.

* Don’t care about u, want to
* Null hypothesis Hy: 0 = g, (0, fixed by you)

= 01)5 f(x?|H,) is the pdf of y2_,
0
e P-values: (i) p, = P(X? > x 2) (right-sided: Hy: 0 > o)
(ii) p; = P(X? < x?) (left-sided: HA o < o)
(iii) 2 min{p,, p;} = 2min{p,, 1 —p,-} (2- 5|ded
HA o + 0-0)

o Test statistic: x?

* Reject H if: (i)p, < «a

(i) pp < «a
(iii) p < a/2 or p; < a/2 (same as 2min{p,, 1 —p,} <a)
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 Lightbulbs manufacturer wants to estimate the lifetime
(in hours) of their product.

* Assumption: lifetime follows N (i, a2).

* They measured the lifetime of 5 lightbulbs and got
X1 =983, X9 =1063, X3 =1241, X4 =1040, X5 =1103

1. Compute the sample mean x and (unbiased) sample
variance s?

2. Test the assumption Hy: 02 = 4000 with a one-sided
and 2-sided chi2-test.

Answer: ¥ = 1086,s% = i(1032 + 232 + 1552 + 46% + 17%) = 37568.

2
2 = 42500 = 37.568 (P(X? > x?) =~ 0.00. Reject if 1-sided, reject if

2-sided at significance level 0.001.



Chapter 4: NHST
Section 4.3: the Student t-test

Back to the Z-test and large sample

* Review of z-test learned in Lecture 7, slide 11.
* Need the population mean to be normally distributed
BERONFFENT A —=FIZERTAHN(u, 025 .
* Need to know the population variance

F a2 G Y LB TH S,

» If the sample is large, no need of these assumptions:
L LIEARAY A X+ RKREVYE, LEORESD
EWSANZII L 5,

» Large-sample usually means at least n = 30~50

»>Why ? Because then the CLT applies ¥ ~S#& [R5 213 A
AL B506Th A
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L7.pptx#11. z-tests, p-values

/-test for the mean: Large-sample
(unknown distribution and variance)

2

* CLT: X~ N (,u, U—) (no need to assume that the population

is normally dlstri%uted) R Y bR A T ER S
AIHE ) YARE L % L TH v,

* Moreover the sample variance s is a good approximation
of the population variance 2. X 6 12, ARG I &5
o Lwitihz 52 %,

» We do not need to know ¢ and can use instead s.

>EREREH RETIHmb LV, Z0Rb ) ITERRR
ES2RAE ) YN T X B,

X—Uo X—Ho

» Possible to use z = instead of z = to estimate
s/\n o a/d/ﬁ .
the mean even for non-normally distributed population
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e 7 =5 _N(0,1)

a/Jn
2
*Qp=(Mm-—-1) iz ~)(,%_1 (see Theorem 2 slide 4
* Theorem 3 (Gosset = Student, Fisher) William Gosset

n

JO/n—1 S/Vn =

* Where t,,_1 is the Student’s t-distribution
» 11— 1is the degree of freedom (df) = & &

e Remark: the unknown variance g2 has been canceled out !

r n 2 \—1/2 DOﬂ't
. . 1) — 2 X
The pdfis: f(x;n — 1) r(=~ 1+ n—1 care

2
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Small sample: t-test. 2) T-distribution (I1)

flgn—1)= (n)

(%)

 The distribution is
symmetric.

* When the degree
of freedom df
increases, the
distribution

approaches the
N(0,1).

+ E(T,) = 0
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1-sample t-test for the mean
(unknown variance, small sample)

* Data: we assume normazl data with both 1 and o unknown:
X1,X,.0, Xy ~ N(u,c*).

* Null hypothesis Hy: © = uyfor some specific value u,.

e Test statistic: -
Xn — Ho

" s/

where s% = ﬁ((x1 — %)% 4+ -+ (x, — %)?) is the (unbiased)
sample variance.
* Null distribution: f (t |H,) isthe pdf of T ~ t,, _ 1, the t
distribution with n — 1 degrees of freedom.
e p-value: two-sided p = P(|T| > |[t])
Left-sided: p = P(T <t)
Right-sided: p = P(T > t)

t (Studentized mean)
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t-test works for small sample
* When the sample is small:

2
* The CLT does not hold and we cannot say that X ~ N (,u, )
FOAR IR EIE A XN

v'However, if the population is (approximately) normally

dlstrlbuted then the r.v. sam le mean X is (approx ) normally
distributed. BEARPFHITIZITERTH THMTX 5,

e But, the sample variance S2 may not be a good
approximation of the population variance a2,
Lzb L. (Z‘fln%@)*&#‘\éa\%ﬁz 3BT o% 0 6 L WA T
X LR,

v'Better use a t- test = NO populatlon variance required in the
t-statistic. 2 2 THEHZTEHAME b N T 7wy,

* Question: If we don’t know o, why not using a chi2-test
(page 8) to estimate it?
* Answer: test says whether o # g, for some estimated value g. Not that o =

0o (unless we can compute the power). Population must be very close to be
normally distributed.
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* For both questions use significance level @ = .05.

* Assume the data 2, 4, 4, 10 is drawn from a N (u, o).
*Hy: u=0 Hy: u+#0

1. Assume g? = 16 is known and test H, against H,.

2. Now assume o2 is unknown and test H, against Hy



Chapter 4: NHST
Section 4.4 Two-sample t-test

POPULATION 2

Parameters
Parameters (B#): o —
WSAMPLE 1 & Mean EF13: u,

B Variance #4578 o5

Compare iq and u,
(when 61 = 07,)

SAMPLE 1 SAMPLE 2
STATISTICS ($t5t=) Infer #EHI STATISTICS (¥t5T=)
Size: nq Size: n,
mean: x{ mean: X,
Variance: sZ Compare X; and X, Variance: s%

G ———|

Independent samples P(x € 4,y € Q,) = P(x € Q{)P(y € Q,)
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Two-sample t-test (07 = 05,) in practice

e Data: we assume normal data with p11,12and (same) o
unknown:

X1roees X, ™ N(:ul»a-z)» Vi Yn, ~ N(HZIO-Z)
* Null hypothesis Hy: 11, = 5.

. (n{—-1)s?+(n,—1)s2
 Pooled variance: Srz, = » j_n 22 2
1 2=

where 52 (resp. s2) is the sample variance of the x (resp y)
sample.

* Test statistic: f o= XY
1 1
Sp ’n—1+n—2
* Null distribution: f (t |Ho) isthe pdfof T, 4, _» ~t, 4, -2
* P-value: P(Tn1+n2_2 > t) (right-sided, Hy: 111 > 1)
PETnl_*_nz_z < t) (Ieft‘SidEd, HA:/Jl < U> )
P |Tn1+n2_2| > Itl) (two-sided, Hy: 11 # 115)
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Real data from 1408 women admitted to a maternity
hospital for
EDT—FIck b v, EFHREEICANE L 721408 A D
LDOANE DD TATOI ) I TW5 .
(i) medical (booked) reasons or through
ExLto (T4) 3d T
¥ 7213
(ii) unbooked admlssion.

(%Zﬁkm \’\) :\;4\;0/ .

The duration of pregnancy is measured in complete
weeks from the beginning of the last menstrual period.

RIED &85 LRI L - THEEAM» o N 5,



* (i) Medical: 775 obs. with x = 39.08 and s4=7.77.
: 633 obs. with x = 39.60 and s2=4.95

1. Set up and run a two-sample t-test to investigate
whether the duration differs for the two groups.

2. What assumptions did you make?



Some Remarks about 2-sample t-test

* Possible to use two-sample Z-test as well if:

* Sample sizes n, and n, are Iarge =>30~50 and the
populatlons variances 0 and o5 are known

AN, ¥ %bxt 230~50METHY ., BE
M %o+ 75%@12}2)%&3&

* Or both populatlon follows a normal distribution and ¢
and o5 are known ,—’)ﬂﬁiﬁl D A HY B FL 7 A :

fEn ) GLY i BRGE ThHH Y X
7 — X1 —X2) — (ug — p2)
\/0 /1y + 05 /n;
« Welch’s test: case where o; # g, (&%=, unknown)

e Thent = (X1 —X5) = (1~ H2) follows t-distribution
\/Slz/n1+5 /nz

(512/7”11‘|'522/7’lz)2
(5 /n1) /(n1—1)+(S /nz) /(n;—-1)

* Degree of freedom I df = {

2019/06/17 - 06/24



* Suppose that a scientist Jerry is terrible at designing
effective treatment but he always carefully randomly divides
his patients into control and treatment groups.
Fxlerrylih X B0 b 558K 2% T 500 TFTFFE
H, WICBEE R RELBMEEICT Y bo—)L GHEBEF)
Y ‘}é“%ﬁ@zo 23 5,

* His null hypothesis H is that the treatment is no better

than the placebo. ‘
T BARFLERIT 7 7R L D oh 2w,

* He uses a significance level of a =0.05.

* If his p-value is less than a he publishes a paper claiming the
treatment is significantly better than a placebo. p{& #%0.05

DHBEAREL WX WY, BHRIIZ77FIH) LAHE
1Ih e FlEr L, @ X 2B LERT 4,



1. Since his treatments are never, in fact, effective what
percentage of his experiments result in published

papers?
Jerryrf) 4T’) EBRVBFHI L - RH 6%
A ;tZ’)@“)(L;tJ:\«\rbo

Hint: Think about significance level and type of error.

2. What percentage of his published papers describe
treatments that are better than placebo?

E R ’xﬁﬁE@a‘oé/ %?»%:aaﬂ“\a“%ﬁ F D
22| PS5 ) IR,

Answer: 1. 5%. a = P(type I error) = P(reject a correct Hy) = 5%
J

2. None.



Jenna is a genius at designing treatments, all her proposed
treatments are effective. She always tests her new treatment with
control/treatment group,

Jennald BB DEZHIH L TS ), REL ZERIT TN
THIREd b 5, mRRFLEE LT TV Fo—)L (FBEF) ¥
BB T TH LS T AL,
I AR 3 %
and set the null hypothesis to be

“Hy: the treatment is not more effective than placebo”

BRI T 7R L) 2 el v

and runs a two-sample t-test at significance level « = 0.05.

A2 Y L. 0.05FZKRE 200At-BRE 21T,

She publishes a paper if her p-value<«a.
plE<0.050 ) Lo =LK 2 &kAa L BRT 5,



1. How could you determine what percentage of her
experiments result in publications?

Jennab ﬂ‘o /- EEH? ﬂ’%i’;‘é% o -E A%
FETAHICIZIY ) T otwrfzo

Hint: Think about significance level and type of error.

2. What percentage of her published papers describe
effective treatments?

EBRIChA @c}?)%/é‘%"a’:aﬂfrﬂ‘%f F LD
BT YD L LW

Answer: 1. 1—p(type error) = power of the treatment.
If a tiny better than placebo, then nearly 5%. If much better
than placebo then virtually 100%.

2. All.




Chapter 4: NHST
Section 4.5 Palred difference sampling
HISDH 5T —4

 Example: Test a teaching method on slow-learners kids.

%4?35 )N ‘ﬁ@“%? HEL2RET 5,

* reading 1Qs: measure ability to learn to read for kIdS (u =
100). %1 LT, RERREEFTE v xld
540 : ii%‘lQ

* Let 8 pairs (n=16) of slow-learners kids.

FERFERNDENT(16F)2 £ 2 5,

* The two k|ds in each pair have similar reading 1Qs.
BRTIZWE ZADTF R ZELZZIQY S 5,
 Foreach pair § X TFDOXT7IH L T
e Akidis randomly selected to learn a new method (N)

Hig ke F T2 B IR L

* The other kid learns the standard method (S)
4&,0)5‘ i*fﬁ/ﬁi’ «5 o)
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Example: Test results [ IERE o0
77 72

1
e 2-sample t-test: 5 72 68
. - _ 3 82 76
Xy =76, sy = 6.93 - — ”

. Xs =71.63, s¢ =7.01 5 87 84
6 69 68

7 66 61

8 80 76

Test: Hy: New method is not better than Standard. uy = ug
H,: New method is better than the Standard. uy > us

Pooled sample:s3 = (n1-1)?s{+np—1)%s§ _ 7:6.93%+7-7.017
P nit+n; —2 8+8-—2

52 = 48.55,5, ~ 6.9687,
. = XN—Xs 437 ~ 126

,1 1 3.4823
Sp: n_1+n_2
e T-table (df=14): 1-sided p-value > 0.1
w don’t reject at 0.1 significance level
2019/06/17 - 06/24




Example (lI): something is wrong ?

 However, the data clearly suggests that the new method is
better than the standard one.

EL. T8 L ey FIIEREERL) RRY
CEbuTl s R A LT EMIRRELD

 What’s wrong ?
FTH5B 5 L ?

»The samples on the two groups are not independent!!
ZOD TN — T DRERDIEZ TIE LW

> The two-sample t-test is not valid, the pooled variance s3 is
large compared to the small sample means difference xy —
Xs. OB RS AR O £ Xy — Xl HEL
Thry x4 CiL7
» The test cannot detect such :
REIIZHDE I RDILELRBETEI LW

* What can we do?
»Use a 1-sample t-test on up = uy — Us .
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Example (111): paired differences —*J bR

1 5
2 74 68 6
3 82 76 6
4 73 68 5
5 87 84 3
6 69 68 1
7 66 61 5
8 80 76 4

New Method | Standard Method | Difference (N-S)
77 72

*Ho:up =0 (uy —us =0) Hy:pup >0 (uy > ps)

e 1-sample t-test: t =

Xxp—0 4375
Sp\VNp - 1.685/\/§

= 7.34

* T-table (df=np — 1=7) gives: p-value <0.0005 reject H
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Paired difference NHST —xt ¥4+

* Hy: up = 0 (or any constant D)

* Hy:up #0or <0 or >0(or#o0or > or < D)
* Large sample (z-test)

Xp—Do __ Xp—Dg
op/\ip  Sp/NAD
e P-value: P(Z > z) or P(|Z| > |z|) or P(Z < z)

Assumption
* Sample size np is large (usually at least 30~50)

* Test statistic: z = (follows N(0,1) under H,)

* Small sample (t-test)

e Test statistic: t = SJZD/:/Z_OD (follows t;,, )
* P-value: P(TnD—l > t) or P(|TnD_1| > |t|) or P(TnD—l > t)

Assumption
» population of difference is (approx.) ~ N (up, 62)
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Chapter 4: NHST
Section 4.6 Comparing two population
variances: F-test

POPULATION 2 sy
Mean B¥13: u,

Y AN AD! . 5
MVl Variance BEK: oy

SAMPLE 2

Assumption: N(uz, a%)

Compare 4 and o,
(Both population are
normally distributed)

SAMPLE 1 SAMPLE 2

STATISTICS (#ft&t =) STATISTICS (&1 =)

Size: n . Size: n,

mean:lx_l Infer :PE;HII mean: X,

Variance: s Check if S%/S% ~ 1 Variance: s%
ﬁ .

Independent samples P(x € Q4,y € Q,) = P(x € Q1)P(y € Q,)
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The F-distribution

* Theorem (Fisher-Snedecor)

If X~x75, and Y~x7_ then the random variable X/ny

Y/n
distribution called F with n; and n, degrees of freezdom.

has a

* The density function is complicated:

(n1/n2)n1/2xn1_1/2 ( ng >_n1_n2/2

f(X; 711, nZ) —

14+ —x
B(ny/2,n,/2) n;

where B(n,/2,n,/2) = fol tM1—2/2(1 — £)"272/2 g

* If F~F,, ,,, then E(F) = — and

n2—2
2n2(ny+n,—2)
nq{(ny—2)?(n,—4)

e Var(F) =




F-distribution plot

* Not symmetric *f#r T3 % v,
* Range [0; o) 4E3%,

Plot of F distributions

o O O O
o NN O~ O 0o B

! ! |
F 3 4
— F 10 15
FF 30 15
| ‘ —_— |
0 2 4 6 8
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The F-test of equality of variance

Recall the Theorem 1 (page 7) and Fisher-Snedecor’s theorem (page 30)
2
S
* X=(Mn;—1) 1 Xn1—1 andY = (n, — 1) X%z—l

X/ni-1 _ si/of _ F
Y/n, -1  s%/c% ni—1nz-1

Null hypothesis Hy: 0; = 05

. .. /01
T istic: Under H =
est statistic: Under H,, /02 52 SO f = Fo,—1n,-1

p-value: P(F, _14,-1 > f) (2-sided Hy:07 # 02)

(right-sided: Hy: 07 > 0%, NOT 62>6%)
Reject if p < a (1-sided) or p < a/2 (2-sided).
Assumption:

Both populations are normally distributed, NOT only
approximately.

So this test is not used a lot in practice » £ Y fEbh T Wi W
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Example |

e Scores at a Mathematic MCQ test shows (source: 1998,
American Educational

Research J.) . [Males  |Females
22y Sample size 1,764 1,739
« RFEDZ T Mean 48.4 48.9
N 2R < . .
E R AT
/% L7 52 Standard Deviation 12.96 11.85

* Test the hypothesis that the variance of the male’s score
is more variable than the females.

FOREDODTEDOGT L LNEbH LT eIk
MEeREE L,

* Hy:0y =0 [ =si/st =1.19612

* 1-sided test using F,, -table: @ = 0.01 level gives ¢, =
1 < f so we reject Hy in favor of oy, > o~

* (Using computer we find that F; ;43 1735(f) = .999909)
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Practice problem: back to slow learners

* Remember exercise page 26 on slow-learner kids.

* The t-test was made under the assumption that oy =
0-5.

1. Test this hypothesis at significance level @ = 0.1

2. Can we conclude that oy = 05 ?
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