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4. Null Hypothesis Significant Test
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4.6 Comparing two population variances: F-test
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4.7 chi2-test (goodness-of-fit) 7 4 — (] #
4.8 chi2-test of independence 1R L1 7 77 4
4.9 One-way ANOVA (F-test) — CBLE 58747 (F
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Chapter 4: NHST
4.1 Concept & 15t example: the z-test

Review of sampling (Chapter 3)

SAMPLE
STATISTICS (§f
ATE)

| mean: x
Variance: s
Stand. Dev. s
Median: m

Parameters (ﬂ&) SAMPLE

2

S Infer #ER -~
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Introduction — Goals of this section

F4.10 B &y
1. Know the deflnltlons of the significance testing terms 4
R O SR

« NHST, null hypothesis 7% $£{%2%,  * Types of error 1 2
e alternative hypothesis *t3:21k3%, < significance level

: A &R
» » power B 7

2. Be able to design and run a significance test for Bernoulli
or bllnomlaql' dgta E5 Z’F e SR E B
’\) — — 4 7 7 — 7 B

22U X T

3. Be able to compute a p-value for a normal hypothesis and
use it in a significance test.

ERLA A DIRE -5 4 pih % M L. k
Y L AL G ARBRE

2019/6/10 & 17 Essential Math. | 4



NHST ingredients (NHST ? #1 #})

e Null hypothesis (/7 1R 3% : H,
* Alternative hypothesis (%1 321k 3%.): Hy

e Test statistic: LT ERE  x
(function of the sample ¥ >~ 7 IV IZAFHE T % & D)

Rejection (critical) region: (£ #71k)
reg'ect H, in favor of Hy if x is in this region.
xi:ﬂiﬁl:%ﬂli\ Hom'f";f/)’) - HA i’%«g;o

Example:
@ data produces test statistic
x1 —» don’treject H

@ data produces test statistic
X, —»reject Hy and
accept Hy

f(xz|Ho)

\ Null distribution

i o A
(distribution of x
assuming H)

°

r2 -3 0 T 3
«— reject Hyg — |« accept Hy >| < reject Hy
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NHST for Bernoulli: coin is fair?

 Coin with probability of heads 0. (~Bernoulli(6))

e Test statistic x = the number of heads in 10 tosses
FitEmrEx=214 v&IF1 0@y, koEEk
(population: all (infinite) tosses.  Sample: 10 tosses)

* Hy: “the coin is fair”, - 8=.5
* H,: “the coin is biased”, - 8 +.5
Two strategies: ({F ¥ 41 =)

1. Choose rejection region then compute

FHEAERL T N
2. Choose then determine rejection region

LIRIR L UL EHREELS 5,
Everything is done assuming H,
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Is coin fair? The two strategies (l)

1. The rejection region is bordered in red, what’s the significance
level (=sum of probability in the rejection region)?
FHBUI R E NS, f k(=B b B
S @fra) (34T %> %0

(| Ho)
.25 - X|Hy~Binomial(10,0.5)
. (101

.05

S

L
0 8 [iJ 10

x 0 1 2 3 4

g
p]
|
v

10

p(z|Hy) 1171.205].246 .20:

Significance level (& & 7K#) a = 0.11
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Is coin fair? The two strategies (ll)

2. Given significance level a

rejection region.

.05 find a two-sided

Gk Ra = 052 LT, @AEFEERD L,

x 0 1 2 [ 3 ] 4175 6 | 789 |10

p(z|Hy) | .001 | .010 | .044 | 117 | 205 | .246 | 205 | .117 | .044 | .010 | .001
a = .05 Sum of the probability of the two-sided

rejection regionis < «

FA|FEHII . LR < q

xr

p(x|Hy

2 X 0.001 +
2 x0.001 +

2019/6/10 & 17
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2

3

4

D

6

7

N CNER

044

117

205

246

205

A17

.044

2 X
2 X

oo

.01
01

= (0.022 < 0.05 but
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Simple and composite hypotheses
$Q% Z %56& {&a/b

e Definition: A simple hypothesis is one for which we
can specify its distribution completely. A typical simple
hypothesis is that a parameter of interest takes a
specific value.

Example: Hy : Coinis fair? > Bernoulli(0),0 = %

* Definition: If its distribution cannot be fully specified,
we say that the hypothesis is composite. A typical
composite hypothesis is that a parameter of interest
lies in a range of values.

Example: H,: Coin is not fair> Bernoulli(0),0 # % but
what is 0 ?
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Simple and Composite hypotheses (lI)

* Example: Suppose we have data x4, ..., x,,. Suppose also
that our hypotheses are
H,: the data is drawn from N(0,1)
H,: the data is drawn from N(1,1).

A. Only Hy is simple B. Only H, is simple
C. Both Hy and H, are simple D. Only Hy is composite
E.Only Hy is composite  F. Both Hy and H, are composite

* Example: Now suppose that our hypotheses are

H,: the data follow Exponential(1), A unknown

H,: the data do not follow an Exponential distribution
A. Only H, is simple B. Only H, is simple

C. Both Hy and H4 are simple D. Only Hy is composite
E. Only H, is composite  F. Both Hy and H, are composite
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Representative example: z-tests, p-values

 Assumption: Population has distribution Normal(u, 02)
know g, don’t know L. Aim: find u

Data: x;,...,x,, (takenfrom a population of N(u, %))

Hypotheses: Hy: x; ~ N (1, 02)
H,: Two-sided if u # 1, or one sided if u > p,

Test statistic: X (sample mean)
Null Distribution: X~N (11, 0% /n) (Lecture 5, slide 10)

z-value: standardized ¥:  z = 22 (Lecture 4, Slide 18)
o/Vn

p-values: Two-sided p-value: p = P(|Z| > z|H,)
Right-sided p-value: p = P(Z > z|H,)

Significance level a: For p < a we reject H in favor of Hy.
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L5-L6/L5.pptx#11. Standard error of the mean (SEM) 平均値の標本誤差
L4-radnomVariable.pptx#18. Standard normal distribution 標準正規分布

Method 1: find the p-value

Z—po _ 112-100 _ 12 _ )
PN ARRETYN - = 2.4. (z-value)

* Right-sided p-value: p = P(Z > 2.4|Hy) < «
« Z|Hy ~ N(0,1). Table gives:p = 0.008 < 0.05

* p-value < significance level, therefore
the z-test rejects Hy in favor of Hy: u > 100.

.Z:

POYlaWl UOWWOI 1SOA

Method 2: find the rejection region

o

_ 2
* Sample of size 9: X9 ~ Normal (,uo,?) Found with
ound wi

a computer

Rejection region: P(Xg = z,) < «

a = 0.05 significance level. z, = zys = 108.2

Rejection region: [108.2, +00).

112 is in the rejection region so the z-test rejects H,



Visualization (Example)

* Population data follows a normal distribution N (u, 15%)
where u is unknown.
HO: U = ‘Llo — 100
Hy:u > 100 (one-sided)

* Collect 9 data points x4, ..., Xg: sSample meanis x = 112.
* Can we reject H, at significance level 0.05?

f(Z|HO) ~ N(O: 1)

a = pink + red = .05
p = red = .008

b -

Zos 2.4
accept H s— reject Hy
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Exercise (z-test)

* H,: data follows a N(5,10%)
* H, : data follows a N (u, 10%) where u # 5.

* Test statistic: X the average of the data (sample
mean).

* Data: 64 data points xq, ..., Xg4 With X = 6.25.

* Significance level set to a = .05.
i.  Whatis the null distribution f (x|H,) ?
ii. Find the z-value.

iii. Find the (one-sided or two-sided?) p-value for this z-
value.

iv. Decide whether or not to reject Hy in favor of Hy
v. Find the rejection region.



e Answer

I

11,

111,

\2

1 (=5
f(xO — tlHO) — 1()@8 200
, = Xx-5 _ X-5 _ 1
-~ 10/ym 10/8

Hyisu # 5 soitis atwo-sided p-value.

P(1Z]| > z|Hy) = P(1Z] > 1) =2(1 - P(Z < 1))
Table gives: 2(1 — 0.8413) =~ 0.316

2-sided p-value 0.316 > a = 0.05

So we do not reject H

Rejection region. Need to find critical values ¢, (see
page 27 & 29).

P(|Z| >c,) <0.05 P(Z<c,) =0975

Table gives c, = 2.

X —5
1.25

‘ >2 = |¥x—5/=25 = (—x,2.5]U[7.5, )



Exercise (NHST for binomial)

* Two coins C; and (C5:
probability of heads is .5 for C5; and .6 for (.

»We pick one at random, flip it 8 times and get 6 heads.

1. Hy="Thecoinis Cy’ H, ='The coinis C,’
Do you reject H at the significance level a = .057

2. Hy="Thecoinis C,’ H, ='The coin is C;’
Do you reject H at the significance level a = .057

3. Do your answers to (1) and (2) seem paradoxical?

Here are Binomial(8, 0) tablesfor & = .5and .6.

k 0 1 2 3 4 5 6 I 8

p(k|0 =.5) | .004 .031 .109 .219 .273 219 .109 .031 .004

p(k|g = 6) | .001 .008 .041 .124 232 279 209 .090 .017
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Answer:
1. Since 0.5 < 0.6 the alternative distribution X|H, is on the
right of the null distribution X |H,.
» We consider a -sided rejection region.
* (line @ = 0.5 of the table ) Sum of probabilities from the right
Is smaller than 0.05
We find the rejection region: .
0

Since , We +eject/

2. This time the alternative distribution X|H, ~
Binomial(8,0.5) is on the left of the null‘%ypothesis

X|Hy~Binomial(8,0.6).
»We consider a -sided rejection region.

* We find rejection region (on the line 8 = 0.6)

* Since , we reiect/ H,.

say which coin is it at this

3. Noparadox .We ea#/
level
— need more than 8 tosses.




p-values and critical values

* p-values are not only defined for the z-test but for any
simple null hypothesis Hy.

* Area (@ #3%) in red =P(rejection region|H,) = «
f(xz|Ho)
Statistic x inside

rej. region
Sp<a
< Reject Hy
accept Hy - reject Hy
f (| Ho)
Statistic x outside
rej. region
Sp>a

& do not reject H
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Two-sided p-values ar}glmc)ritical values

p > a

& do not reject Hy

Cl—a/2 r Cay2
reject Hy — I< accept H >| < reject Hy

Critical values

* The boundary of the rejection region are called critical
values. EH A =FFIR D IR &

* Critical values are labeled by the probability to their right.
P(X >c,) < a (left-sided)
PX>ci_g)<1l—a = P(X<c;_y) < a(right-sided)
2-sided
P(IX| > cq/2) =P(X > cqsp) + P(X < Ci_qs2) S @
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Type | and Il error of a NHST
$—FEgR v FH i

True state of nature
NA=F 378

Hy Hy,
Our Reject H Type | error Correct decision
decision “accept” H, Correctdecision Type Il error

Type | : false rejection of H, «—— False positive

F—FE:8 3 BT <~ Convincing an innocent
(ﬁﬁmkuﬁﬁﬁié?

Type II: false “acceptance” of Hy«— 'I;alse.nggative ‘I
o e — Acquitting a guilty person
B _AEE S Bt (AROANL KLY 5)
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Significance level and power of a NHST

FAKBERKET)

= P(type I error H—FE 8 3%)
= probability we incorrectly reject H,
= P(test statistic inrejection region |H,)

= probability we correctly reject H,

= P(test statistic in rejection region |Hy)
=1 — P(typell error)

* Power can be computed for simple hypothesis H,.

e Otherwise power varies in function of the (unknown)
parameters.

Want significance level near 0 and power near 1
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Question

Suppose that the null and alternative hypotheses H, and
H, are both simple.

TERBLH, b AL RFEH, D RETH L T 5,
Therefore they have a determined distribution f(x|H,)
and f(x|H,), shown below.

P Z 1, WMAINIED =73 f(x|Hy) X f(x|Hy) 22

fz|Ha) f(z|Ho)

(one-sided
rejection region)

reject Hy region

accept Hy region ———

The significance level of the test is given by the area of which
region?

1. red 2. purple 3. blue 4. white
5. blue + purple 6. red + purple 7. white + red + purple.
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Which test has higher power ?

* Two tests have both simple hypotheses H, and H,

f(z|Ha) f(x|Ho)

reject Hy region < accept Hp region ———

fz|Ha) f(x|Ho)

<« reject Hy region accept Hg region

TOP BOTTOM
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Back to testing a fair coin

« Composite alternative hypothesis Hy: ?E/\ﬁ,z.f)ié
coin is not fair f(x|H,)~Binomial(10,6), 6 i =

* Let’s try some S|mple alternative hypotheses: 6 = O 6, 0.7
BN ZRFEALTALI © 0=0.6, 0.7

4 |5 |6 [ 718 |9 |10

205 .246 | .205 | .

111 .201 | .251 |.

037 .103 | .200 | .

25 - .

®
15
.05 T IT .05 ‘r .05 - "
— ||?_9_9_9+||| 19— T T T T T T
2345678910 012314 910 012345678910
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* Significance level g
= probability we reject H when it is true

HoldiE L\ ¥ X [ZHy % B30 5 W%,

= probability the test statistic is in the rejection region
when Hy is true

I LY X CEHRIVILE T ARES =
mx;%

= probability to be in the rejection region in the Hy row
of the table

KD HfT D EIFIRIH 5 HER

= sum of red boxes in the 6 = 0.5 row
0 =05iTTD Jrvikh v 7 ADFa

=.11



* Power when 8 = 0.6
= probability we reject H

when
0 =060 3& N HO @%‘%Pj‘ %Eﬁﬁo
2 proobngility the test statistic is in the rejection region when
0=060% X, FHHIZHLRELEOHSE

= probability to be in the rejection re%ion inthe 8 = 0.6 row
of thetable & PO =0.64TIZH HrEFE,

row
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Question

* A test has both simple hypotheses Hy and Hy

* What is the area in the graph below which gives the
power of the test?

f(x|Ha) f(x|Ho)

reject Hy region >\« accept Hg region

1.R, 2.R, 3.R; + R, 4.R, + R, + R;

Power=P (rejection region|H,)
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Question

* The null distribution for test statistic x is N (4, 82).
REGHEIFEXIT 50H%
The rejection region is {x = 20}.

 What are the significance level and power of this test?

Answer:

e Significance level x—4 20 —4

) = P(z > 2) ~ 0.0227.

* Power: cannot compute it without alternative

distribution (XL P (x < -+ |Hy) IFHE)



Practice Exercise (Report)

Problem 1. Polygraph (=Lie detector)
analogy. (7 Z % 3L.3&)

In an experiment on the accuracy of ;sthan
polygraph tests, 140 people were
instructed to tell the truth and 140
people were instructed to lie.

)V ZRAEDEME I I T HERTIZ, 140AIZHE
%§;7i7\&®140A 7%O<i7 SELIN

Testers use a polygraph to guess whether or not each

person is lying. A%% 9 22 ¥ ) 9 4ERIT 5 720
7XF%*%*%%A17%KQ i S

By analogy, let’s say H, corresponds to the testee (7 A
hd 1T AA) telllng the truth and H, corresponds to

the testee lying.

2019/6/10 & 17 Essential Math. | 29



Testee is truthful

Testee is lying

Tester thinks testee is truthful 131

15

Tester thinks tested is lying 9

125

a) Describe the meaning of type | and type Il errors in
this context, and estimate their probabilities based

b)

on the above table.

FLHABRANOERLEFZT VT, LOKRDOT
ICEIDWTZNENDRER 2 Kb % 3w,

In NHST, what relationships exist between the terms

IH o ”
/)

“significance leve
“type 2 error”?

power”, “type 1 error”, and




Problem 2 (z-test)
Suppose we have 49 data points with sample mean X =
6.25 and sample variance 100. We want to test the
following hypotheses
H,: the data is drawn from a N (4, 102) distribution.

5 — 5 B EHSANA102) 5 Lk 3 h /-

H,: the data is drawn from N (u, 10%) where u # 4.
F—=F HBEBRTAHAN(,10%),u 49 LFH X h /-

a) Test for significance at the @ = 0.05 level. (Use the z
table of N(0,1)) to compute the relevant p-value.

b) Draw (roughly) a picture showing the null pdf, the
rejection region and the area used to compute the p-
value.



