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Preliminary, F3C

Let A be an invertible matrix with n distinct eigenvalues in absolute values: |[A{| > |Ao| >
- > |\ A OREHEBEAESEEZRD EBEL. Z0E (M| > [N > - > [\ &

£<46

The QR-method to approximate all the eigenvalues of the matrix A requires to com-
pute a lot of QR-decompositions. The Gram-Schmidt orthonormalization method is slow
and numerically unstable: the output matrix ) may not have orthogonal columns even
for quite good approximations. A DEAEZ 2 TEET S5 QREICENT, £<D QR
R ERTRT D METH D, WD Gram-Schmidt(1IEH) HEALEFEITIE < THRIEMIC
RLEELZEMOBNTWDS B EHGT 2178 Q 1%, FEERIZI Wikl affioTH 2D
AT HVITERZTE SRS 720,

A faster common better method is due to Francis & Kublanovskaya (around 1960):
Francis F& & Kublanovskaya 2 X 0 Zh3R EHERIIC K D ZELRTGIEAZH AL

e Tridiagonalize the matrix A into a tridiagonal symmetric matrix 7' (often possible
see Exercises 1, 2).

Az ZFxHE LT, IR ZENAITINT 2155, T & AZRE CEAHEEZ R,

e Then apply the QR -method to the matrix T  instead of A. It produces only tridiago-
nal symmetric matrices (Exercise 3,b)) and we can apply the fast QR-decomposition
for tridiagonal matrices using Givens rotations matrices (Exercise 3,a)).

T, ADROVIC=EFAITHITIZ QRIEXEHT 5, £ Txife —HEHxt
AITHIOHFM QR 73k (Givens [FIHRTTH)) 25 Z LN TE | W< THIERIZLE
»QRIEZH 2 D,

1 Tridiagonalization by Householder method (... ZZRAWL-=ExA1L)

Let u € R™ of norm 1 (Jjulla = 1) be the Householder vector of the Householder matrix
H, =1 —2uu” € Mat,x,(R).

a) Show that HI = H, and H? = I. (Thus, H, is orthoganal and symmetric and
H'=H,).

b) Show that H,.u = —u and that H,.v = v if v € (u)* (that is H, is the matrix of a
reflection =$1&  of axis u).



c)

(Tridiagonalization=—=F X} Al of a symmetric matrix. Step 1.) Write

ai1 Qai2 a1.3
12 Az2 A23:*:-* (1)
a13 as2 as ;3 SR

A:

Let s* = af, 4 --- 4+ af,, with sgn(s) = —sgn(ay2).
Define 7= (0,a12 — 8,a13,...,a1,)" € R and let u = 7/||7|2.

@11 *12 0

a
Then A.H, = 1,’2 with B € Mat,,_1,-1(R).
A1n
1111
: . . 12 2 2
Consider the symmetric matrix A = 1 2 3 3
1 2 3 4

(i) Use the formula above to construct the vector 7 and compute ||7|3.
(ii) Write the matrix: 777 .
(iii) Compute the first line and first column only of the matrix product A.(7.77).
(don’t need the whole matrix).

(iv) Deduce that H,. A=A —2A ﬁ;@ = {
and B € Mat373(R)).

} (the first column is unchanged,

(v) Deduce that H, A.H, = |-

OO% —
w

], where C' € Mat;3(R) is symmetric.

(don’t need to compute C).

d) By repeating this process on the symmetric matrix C' € Mats3(R) above, we can
tridiagonalize = —HFEXf {3 5 the matrix A into a tridiagonal matrix 7. For a
general matrix A as in (1), we need n — 2 Houselholder transformations denoted H,,,
1=1,...,n—2.

Tr=H,, ,H, , - .H, AH,.---.H,, ,.H,,
— Show that H,,.--- .H,, ,.H,, , is symmetric orthogonal. Deduce that 7" and A
have the same eigenvalues.

2 Tridiagonal matrices

ai by 0 - 0
c1 ay ba 0 :
Let A = be a tridiagonal invertible matrix.

0 cn—2 an—1 bp—1
0 - 0 cn-1 an



a)

3

(reduction to the symmetric case: MIFROLGEITIFAET D)
Jofe =

Assume that sgn(b;) = sgn(¢;) foralli =1,...,n—1 (sgn=sign = 75 : sgn(a) = —1
or 1 or 0 whena <0 ora>0ora=0).
i 0
Let D = [ . 1 be a diagonal invertible matrix. How to choose d; so that B =
0 dn
D.A.D! is tridiagonal and symmetric ?
— Why B and A have the same eigenvalues?

According to Question a) we can assume A symmetric:
a; by 0 e 0
by as by 0 :
A=1o0 - =~ 0 |- (2)
0 bp—a an_1 b
0o --- 0 b1 ap

— Suppose that there is a b; = 0. How can we split the eigenvalue problem of A into
two smaller ones? H L b ~ 072 51%, EI9°-> T ADEAMEMEE XV /NI4T
BN Z DN TE D0

According to Questions a),b) we can assume that all b; are non zero.

Let pr(A\) be the characteristic polynomial ([EAZHZ) of the k-th principal minor

of A (% k B F/MT7F). For example p;(A) = X\ — ay, and p,(\) = pa()) is the
characteristic polynomial of A).

(i) Let po(A\) = 1. Show the recurrence relation (JF#I72AZ): prii(A) = (A —
ars1)pr(A) — b2pr_1(A) holds.

(ii) Deduce the following three properties (we say that the sequence of polynomials
(Po(A), p1(A)y -+ oy Pr_1(N), pn(N)) is & Sturm sequence, or has the Sturm property).
-1- None of the polynomials py()) is zero.
-2- For any \g € C, for any 1 <k <n — 1, pp(Ng) = pry1(Ao) is impossible.
-3- Given A\ € R, if pp(Ao) = 0, then sgn(pr—1(Xo)) = —sgn(pr+1(Ao))-

QR method

Theorem 1 Given a symmetric tridiagonal invertible matriz A as in (2), with b; # 0 for
alli=1,...,n— 1. Its QR-decomposition A = QR verifies:

Z1 S1 T 0 “ee 0
q1,1 412 s s di,n 0 0
a1 4§22 q23 ce 42,n 2 82 )
= 0 : R=1020 0
0 o n—2n-2 qn—-1n-1 YGn-—-1n 0 0 zp2 Sp_9 Thno
0 e 0 dn.n—1 n.n 0 0 #n—1  Sn—1
0 0 Zn

(3)



can be computed fast using n — 1 Givens rotattion matrices.

(the first Givens rotation P, on a tridiagonal matrix). Let A =

O = W
— W =

0
1
3

Let cosfy = 42— = 3 _ =2 andsinhy=—2—=—-L_=_L
1 Vet VERZ T V10 1 Ve | VIR T VI

cos)y sinf; O

and P, ;= | —sin#; cosb;
0 0 1
21 S1 N
— Compute AV = Py A. We obtain amatrix | 0 x5 s | for some values 21, 51,71, Za, Y.
0o 1 3
(2% % TIZ 2nd Givens rotation P») By taking cosfy = ~ 0.92998

0

1
sin @y = L ~ 0.36761, and the Givens rotation matrix P, = | 1  cos 92 sinfs |,
Vai+l? 0 —sinfy cosby

VIO 4VI0 40
0
0

2.72 198
0 2.44

we define: R = PoP A = P, AW since it is upper triangular: R =

0.95 —-0.29 0.12

We then have Q = PJ Pl = [0.32 0.88 —0.35
0 037  0.93

In the QR-method, we define Ag = A and:
for k=0,1,2,... repeat:
1. compute the QR-decomposition of Ay : A, = QiR
2. define Ay 1 = RiQy

— Prove that A; = RyQ)y and Ay = A have the same eigenvalues.
To compute fast the QR-decomposition of Ay, As, As,... by using Givens rotations,
all computed matrices Ay, Ay, ... should be tridiagonal symmetric (as Ap)...

— Prove that if @)y and Ry both have the shape given in (3) of Theorem 1, then RyQy
is tridiagonal symmetric.



