MMAOOOOIOODOOOOOODOOO: 00O0DO0O0 &000
000 DAHAN Xavier June 10th, 2010
TRA: OO Shun’ichi NAMED

Practice test III: Around the Buchberger algorithm

e You can use any theorem, proposition or corollary of the class lectures, just by citing
its number inside the corresponding lecture: (example: “Lect II, Cor. 17 refers to
the Corollary 1 of Lecture II, that is the Primitive Element Theorem).

Exercise 1 Write the correct answer in the table below, and then compute the S-
polynomials afterwards.
flz,y,2) = 2%2° — 2y2° + 22y2°

g(z,y,2) = y*—y’z+ 3z’

< is — grlex(z,y, z) grlex(z,x,y) grevilex(y,x, z)

LT<(f)

LT<(9)

LeM(tv< (), tv<(g))

Computation of S<(f,g) for <==<gries(z,y,2):

Computation of S1(f,g) for <==<greviea(z.y):

Computation of S.(f,g) for <==<grieca(y,z,2):




Exercise 2 Let f and g be two non-zero polynomials in k[X7, ..., X,], and let < be a
monomial order. Let v € N™ be such that X7 = LeM(LM<(f), LM< (g)).

Question 1: Show that LM< (S<(f,g)) < X7 (!! < is a strict inequality, not large like <,
i.e we have a < o but o £ «).

Answer:

Question 2: Prove that if X* < X?, then X” { X®. (Advice: the properties of a monomial
order can be useful — Lect. IV, Slide 4).

Answer:

Question 3: Deduce that both monomials LM(f) and LM(g) can not divide LM(S(f, g)).

Answer:

Exercise 3 Given F' = {fi,..., fs} C k[Xy,...,X,], a monomial order < and f €
k[ X1, ..., X,], we know from the Property (c) of the division algorithm (Lect. III, Slide 18)
that we have:

Jo € &, such that NF(f,[fo1), -5 foe]) =0 = f—p0,
but < is not true in general. Consider the example:
fi = 2%y + 2xy® — 3%y + 2 fo = 2% + 3uy.
Given a; =22 +3x+y> —1land ay = = + 203z + oy — 1, let f = a1 fi + asfo:
f = —a3 = 3xy + 322y — 923y — 22ty — 22y% 4 92%y? + 223y% — y® + 3xy® — 322y + 2233 +

3uty3 — 2yt + 622y + 4 + 225
Question 1: Given <= grlex(z,y), show that f — s 1) 0.



Answer: (Advice: no computations are necessary! Only the definition of f and what

114

means “f — 07 are useful)

Question 2: However show that NFL(f, [f1, f2]) # 0 and NF<(f, [fe, f1]) # 0 (i-e. f, f1, fo
does not verify Property (x) for <).

The division is quite complicated, so you can use Mathematica (it is very easy to use with
the documentation. Check the function “PolynomialReduce”. See the documentation).

Answer: (write only the remainders that you found with Mathematica. . . )

Exercise 4 Is the system F' = {fi, fo} a Grébner basis for the ideal I = (fy, f5) with
respect to <griea(z,y) ¢

fi=—c+uay fo=1z+ 27
We want to apply the Buchberger algorithm, and check that all necessary pairs reduce

to 0.
Question 1: There is only one pair in this Exercise: (1,2). Is the first test (Proposition 2)
applies for this pair ?

Answer:

Compute the S-polynomial s := S<(f, f2).

Answer:

Question 2: Compute the division of s by one of the sequence [f1, fa] or [fs, f1]-

Answer:



Conclude with Theorem 1 (of Lect. V)

Exercise 5 We want to compute a Groébner basis of the polynomial system F =
{f1, f2} C k[z,y] for the monomial order <==<cs(z,y)-

fi=y*—y,  fo=-2y+a®+22y—1+y.

We will follow the Buchberger algorithm, version 3 (Lect. V, Slide 19).
Question 1: At the beginning, the set of pair of indices B is simply B = {(1,2)}.

Check if the tests 1 or 2 (Proposition 2 or 4) permits to say that S(fi, fa) —r 0
without computation.

Answer: Test 1 (Proposition 2) ?
Test 2 (Proposition 4) ?
If not, compute the S-polynomial f3 = S(f1, f2)-

Check briefly if all the monomials of fs are in A (A-sets corresponding to [fi, fa]),
and if not compute the division of f5 by [fi, fa].

Let f3 = NF(fs,[f1, f2]). You should not find f3 = 0. Hence, by Step 8 of the
algorithm: G = G U {f3}. And by Steps 9 and 11: B = {(1,3),(2,3)}

Question 2: Next, select the pair (1,3) in B. Check that neither Test 1 nor Test 2 work
for this pair:

Test 1 7
Test 2 7

Compute fy = S(f1, f3).

Check briefly that there is at least one monomial occurring in f; that is not in A =

NZ — (A UD UA) (<= NE(fi, {1, fo, f3}) # fa)-



Compute the division of f; by [f1, f2, f3]-

Let f; the remainder NF(f4, [f1, f2, f3]). You should find f, = 0. By Step 9 and 11,
we have: B = {(2,3)}.

Question 3 Next, select the pair (1,3) in B. Check that neither Test 1 nor Test 2 work
for this pair:

Test 1 7
Test 2 7

Compute f; = S(f1, f3)-

Check briefly that there is at least one monomial occurring in f; that is not in A =

NZ — (A1 UMy UA) (<= NE(fi, {1, fo, f3}) # fa)-

Compute the division of f; by [f1, f2, f3].

Let f; the remainder NF(fy, [f1, f2, f3]). You should not find f; = 0. By Step 8, we have
G = GU{f4}, and by Step 9 and 11, we have: B =B —{(2,3)} = {(1,4), (2,4),(3,4)}.

Question 4 Consider next the pair (1,4) in B. Does Test 1 or Test 2 apply for (f1, f1) 7

Answer:

Actually, it is true. So by Step 10 B =B — {(1,4)} = {(2,4),(3,4)}.
Question 5 For the pair (2,4), check if Test 1 works.
Test 17

Write all the pairs that are not in B, and try to see if Test 2 works.

bt



Pairs:
Test 2 works ?

Compute the S-polynomial f5 = S(f2, fa)

Answer:

Compute the division of f5 by [f1, f2, f3, f4] (it is not difficult).

You should find NF(fs, [f1, fo, f3, f4]) = 0, so by Step 10, B = B — {(2,4)} = {(3,4)}.

Question 6 Last, consider the pair (3,4). Show that Test 1 does not work but Test 2
works. Hence it comes B = () and { f1, f2, f3, f1} is a Grobner basis of (F) for lex(x,y).

Answer:

Exercise 6 We consider a sequence of polynomials fi,..., fs C k[Xy,...,X,], and a
monomial order <.

Let f € k[Xy,...,X,], and f=ayfi + -+ asfs + r the division equality.
Question 1 One property of the division, is: a; # 0 = LM<(a; f;) < LM<(f) (Lect. I11, Slide 18

Property (c)).
Let Z(f) = {i | tM<(aif;) = LM<(f)}. Show that Z(f) # 0.

Answer:

Question 2 Then show that LT (f) = Eiel’(f) LT(a;f;).

Answer:



